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Using Item Response Theory to Obtain Individual

Information From Randomized Response Data:

An Application Using Cheating Data

Jean-Paul Fox and Rob R. Meijer, University of Twente

The authors discuss a new method that

combines the randomized response technique with

item response theory. This method allows the

researcher to obtain information at the individual

person level without knowing the true responses.

With this new method, it is possible to compare

groups of individuals by means of analysis of

variance or regression analysis. To illustrate the

advantages of this new method, 349 students of

a university in the Netherlands were surveyed with

respect to frequency and reasons to cheat on exams,

and students’ attitudes toward cheating were

investigated. Thirty-six items tapping different

types of cheating behavior were used to measure

attitude toward cheating, and responses to

questions were obtained via a randomized

response technique. The new method was used

to explain differences among students’ attitudes

using different kinds of background

information. Index terms: ANOVA, attitudes,

cheating, item response theory, randomized

response data

In psychological and educational assessment, people often do not respond truthfully when

asked personal or sensitive questions. Obtaining valid and reliable information depends on the

cooperation of the respondents, and the willingness of the respondents depends on the confidenti-

ality of their responses. Any research study that uses self-report measures runs the risk of response

bias. A well-known example is that persons respond in socially desirable ways (Fowler, 2002).

Warner (1965) developed a data collection procedure, the randomized response (RR) technique,

that allows researchers to obtain sensitive information while guaranteeing privacy to respondents.

This method encourages greater cooperation from respondents and reduces their motivation to

falsely report their attitudes. In the traditional RR technique, respondents are confronted with two

mutually exclusive choices: ‘‘I belong to Group A,’’ and ‘‘I do not belong to Group A.’’ A randomi-

zation mechanism is used to choose between the two statements (e.g., tossing a die or using a spin-

ner). The randomization is performed by the interviewee, and the interviewer is not permitted to

observe the outcome of the randomization. The interviewee responds to the question selected by

the randomization device, and the interviewer knows only the response. The respondent’s privacy

or anonymity is well protected because no one but the respondent knows which question was

answered. It is assumed that respondents are more willing to provide honest answers with this tech-

nique because their answers do not reveal any information about themselves.

The RR technique was developed in an attempt to improve the quality of self-reported survey

research, but it is not very often applied in an educational or psychological context. Numerous empirical

studies have shown that the RR technique results in higher estimates of sensitive characteristics when
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compared with direct questioning (e.g., see Scheers & Dayton, 1987; van der Heijden, van Gils, Bouts,

& Hox, 2000). Scheers and Dayton (1987) found that underreporting of five academic cheating beha-

viors ranged from 39% to 83% when responses to an anonymous questionnaire were compared to esti-

mates using an RR technique. They concluded that estimates based on anonymous questionnaires

may result in severe underestimation of sensitive behaviors. In a psychological context, Donovan,

Dwight, and Hurtz (2003) used the RR technique to estimate the base rate of entry-level job applicant

faking during the application process. Their results revealed that a substantial number of recent job

applicants reported engaging in varying degrees of misrepresentation and that the base rate for faking

was strongly related to both the severity and verifiability of the deceptive behavior.

The traditional RR technique enables the researcher to compute the proportion of the population

engaging in a particular kind of behavior or, in general, belonging to Group A. However, further

analysis of the RR data is limited because the individual item responses, denoted as true item

responses, are randomized before observing them and are therefore unknown. For example, it is not

possible to interpret individual response patterns directly (due to observing RRs) or to compare indi-

viduals or groups of individuals by means of analysis of variance (ANOVA) or regression analysis

because the within-population differences corresponding to the proportion of the population engag-

ing in a particular kind of behavior are unknown. In the present study, the RR technique was com-

bined with an item response theory (IRT; Lord & Novick, 1968) model that enabled an analysis at

the individual person level. A major advantage of using an IRT model is that item characteristics can

be explored and related to individual differences in the trait or attitude being measured. Thus, by

means of a combined use of RR data and IRT, more valid and reliable information can be obtained

without losing information at the individual person level. A simulation study showed that person

parameter estimates given randomized item response data were close to the generated values, and

person parameter estimates given true item response data led to comparable differences.

This study is organized as follows. First, the basic principles of the RR technique and the com-

mon traditional method of analyzing RR data are introduced. The next section illustrates how the

RR technique and IRT can be combined. Finally, the combined use of the RR technique and IRT is

illustrated with data from student cheating.

The RR Technique

A commonly used RR technique is the unrelated question design. This design, described by

Horvitz, Shah, and Simmons (1967), involves pairs of questions, one innocuous and one con-

cerned with the sensitive behavior being investigated. In the unrelated question design, the second

question is not related and is completely innocuous, and the probability of a positive response is

known. The unrelated question can also be built into the randomizing device. In this forced alter-

native method, the randomization device does not select the unrelated innocuous question but

directly generates a random (forced) response. So a randomization device determines if the

respondent is forced to answer positively, negatively, or truthfully to the sensitive question. The

researcher does not know which statement is selected by the randomization device. The aim is to

estimate the true positive proportion of responses to the sensitive question and related confidence

intervals in the population. This can be done as follows.

Let Y denote the dichotomous observed response (true/false or yes/no), and let P(Y = 1) denote the

probability of an observed positive response from a respondent in the population. The probability of an

observed positive response can be linked to the probability of a positive response to the sensitive ques-

tion via the linear equation

P Y = 1ð Þ= p1p+ 1� p1ð Þp2, ð1Þ
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where p1 is the probability that a respondent has to answer the sensitive question and p2 the proba-

bility that a respondent has to give a forced positive response. Both probabilities are defined by the

randomization device. Parameter p denotes the probability of obtaining a positive response to the

sensitive question. In a specific population, p is the proportion of respondents answering positively

to the sensitive question.

Binomial Model for RR Data

There is a standard binomial approach for analyzing univariate RR data. This approach can be

followed for each of the item responses; however, dependencies among individuals’ item

responses are neglected.

In the real data example, interest is focused on individual and group differences in attitudes

toward cheating. Therefore, the observed RRs are assumed to be nested within groups. More

generally, the observed RRs of individuals i (i= 1, . . . , nj) in group j (j= 1, . . . , J) to item

k (k = 1, . . . , K), Yjk, are assumed to be binomially distributed; that is,

Yijk ∼B nj, p1pjk + 1� p1ð Þp2ð Þ: ð2Þ

with success probability p1pjk + (1� p1)p2, where pjk is the group-specific true proportion of posi-

tive responses. Let �yjk =
P

yijk=nj denote the mean RR to item k of all individuals in group j, say,

nj, respectively. Then, via equation (1) and well-known properties of a binomial random variable,

an estimate of the group-specific true proportion of positive responses can be derived (e.g., see

Horvitz et al., 1967):

�yjk = p1p̂jk + 1� p1ð Þp2,

p̂jk = �yjk � 1� p1ð Þp2

� ��
p1:

ð3Þ

In the same way, the corresponding estimated variance equals

V̂ p̂jkð Þ= �yjk 1� �yjk

� ��
njp

2
1: ð4Þ

In this binomial modeling approach, it is assumed that the individuals’ responses to item k are

independent. Note that the estimates cannot be directly linked to individual explanatory variables

because they are defined at a group level. The difference between two group proportions (j= 1, 2)

can be tested using the statistic

z= p̂1k � p̂2kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂ 1� p̂ð Þ 1

n1

+ 1

n2

� �s , ð5Þ

where p̂ is the combined proportion of positive responses over groups,

p̂=
P

i yi1k + P
i yi2k

n1 + n2

, ð6Þ

and for large n1 and n2 the sampling distribution of z is standard normal. When comparing differ-

ences among more than two groups, proportions can be tested using a chi-square statistic. These

statistics can be used to compare true proportions of positive responses across groups. Note that

the analyses are limited to the item level and cannot be directly extended to observations from

multiple items. Furthermore, as pointed out by a reviewer, the statistic has an asymptotic normal

sampling distribution. However, for extreme response probabilities, the normality (chi-square)

assumption holds only for a very large number of observations. For these and previously stated

reasons, an alternative method is proposed for testing true proportions of positive responses.
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An IRT Model for RR Data

The combination of IRT with the RR technique results in a new method to measure traits or atti-

tudes, denoted as y, without knowing the true individual answers. To explain individual differ-

ences in the trait being measured, an IRT model is assumed for the true item responses. A

relationship is specified between the observed RR data and the true item response data. Assume,

for the moment, that the true individual item responses are known and denoted as ~Y. The probabil-

ity of a positive true response for a respondent, indexed i, to item k is defined by the two-parameter

normal ogive model; that is,

pik =P ~Yik = 1 yi, ak, bkj
� �=F akyi � bkð Þ, ð7Þ

where F (.) denotes the cumulative normal distribution function, and ak and bk are the item’s dis-

crimination and difficulty parameters, respectively. The probability of observing a positive RR

can be linked to the probability of observing a true item response. This is done by substituting

equation (7) into equation (1); that is,

P Yik = 1 yi, ak, bkjð Þ = p1P ~Yik = 1 yi, ak, bkj
� �+ 1� p1ð Þp2

= p1F akyi � bkð Þ+ 1� p1ð Þp2

= p1pik + 1� p1ð Þp2,

ð8Þ

where probabilities p1 and p2 of the randomization device are known a priori. The RR sampling

design is such that with probability p1 a true response is observed and with probability 1� p1

a forced response is observed.

The randomized item response data cannot be analyzed directly due to the fact that for each

respondent some of the observations are forced responses. The observed randomized item

responses are connected with the true item responses through the RR technique. With this mecha-

nism, probability statements can be made about the true item responses given the observed ran-

domized item responses. Another variable, Z, is defined to equal 1 when the randomization device

determines that the item has to be answered truthfully and to equal 0 otherwise. Now, the probabil-

ity that a true positive response to item k is observed given a positive RR can be derived:

P ~Yik = 1 Yik = 1j
� � =

P
z= 0,1 P ~Yik = 1, Yik = 1 Zik =j z

� �
P Zik = zð ÞP

z= 0,1 P Yik = 1 Zik =j zð ÞP Zik = zð Þ

= pikp1 + pikp2 1� p1ð Þ
pikp1 + p2 1� p1ð Þ ,

ð9Þ

where the denominator follows from equation (8). Equation (9) displays the conditional probabil-

ity of a true positive response given an observed positive RR. In this way, the true item responses

can be associated with the observed randomized item responses.

Parameter Estimation

The log likelihood of the randomized item response model given RR data resembles the usual

log likelihood of an IRT model nested within an RR sampling design; that is,

log L a, b, θ yjð Þ=
X

i

X
k

yiklogjik + 1� yikð Þlog 1� jikð Þ, ð10Þ

where jik is given by equation (8) (i.e., jik = p1F(akyi � bk)+ (1� p1)p2), for k = 1, . . . , K items

and i= 1, . . . , N persons. Although the parameters p1 and p2 of the RR model are known, the usual
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formulas for estimating the normal ogive model parameters, first- and second-order derivatives of

a normal ogive log-likelihood function (e.g., see Baker, 1992), differ from the first- and second-

order derivatives of the log-likelihood function of equation (10). This is engendered by the fact

that the probability of a positive response is influenced by the RR model with parameters

p1 and p2. It follows that in the estimation of the randomized item response model parameters, the

RR model has to be taken into account, and a standard IRT software package such as BILOG

(Mislevy & Bock, 1990) cannot be used.

The model parameters can be estimated simultaneously using Markov chain Monte Carlo

(MCMC) methods. This is a simulation-based approach for computing the posterior distributions

of the model parameters. Albert (1992) and Patz and Junker (1999a, 1999b) described MCMC

implementations for simulating draws from the conditional posterior distributions of the item

parameters and the latent attitude parameter given the item response data for a normal ogive or

a logistic IRT model, respectively. If the true item response data were observed, random draws

were obtained from the corresponding conditional distributions of the model parameters. The key

idea is that given the true item response data, all other model parameters are easily derived. The

true item responses are of course unknown, but the distribution of the true item responses given

the observed randomized item responses is known; see equation (9).

Step 1. The true item response data, ~Y, can be sampled given the observed RRs’ Y:

~Yik Yik = 1,yi, ak, bj k ∼B
pik p1 + p2 1� p1ð Þð Þ
pikp1 + p2 1� p2ð Þ

� �
,

~Yik Yik = 0, yi, ak, bj k ∼B
pik 1� p1ð Þ 1� p2ð Þ

1� pik p1 + p2 1� p2ð Þð Þ

� �
,

ð11Þ

for k = 1, . . . , K and i= 1, . . . , N, where B(n) denotes a Bernoulli distribution with success proba-

bility n. Given the true item response data, an MCMC scheme for simulating draws from the con-

ditional distribution of the IRT model parameters can be applied.

Step 2. It follows that draws can be obtained from the following distributions:

1. p(akjbk, yi, ~yik),

2. p(bkjak, yi, ~yik),

3. p(yijak, bk, ~yik).

The conditional posterior distributions are fully specified in Albert (1992) and Patz and Junker

(1999a, 1999b), among others. In conclusion, first, true item responses are simulated given the RR

data; second, all model parameters are simulated given the true item response data. This procedure

is iterated until enough samples are drawn to obtain accurate parameter estimates; see J.-P. Fox

(2005) for a detailed discussion. The software for the estimation procedure can be obtained from

the authors and is also available on the Internet. The program consists of a set of Fortran routines

that can be applied in the statistical package R. Different models can be compared using the Bayes-

ian information criterion (Raftery, 1995) statistic that can be obtained via the estimated marginal

likelihood from the program.

Simulation Study

This simulation study showed that the MCMC person parameter estimates were close to the

true simulated person parameter values in the cases of true item response data and randomized

item response data. Therefore, difficulty parameter values were generated from a standard normal

J.-P. FOX and R. R. MEIJER
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distribution, and discrimination parameter values were generated from a normal distribution with

a mean of 1 and a variance of .2. Person parameter values were generated from a standard normal

distribution. True item response data were generated with a success probability according to equa-

tion (7) given this set of simulated parameter values. Randomized item response data were gener-

ated with a success probability according to equation (8), p1 = 4=5 and p2 = 2=3, and the same set

of parameter values that were used for generating the true item response data. The randomized

item response data were analyzed using the described MCMC procedure. The true item response

data were analyzed using the MCMC procedure without the extra sampling step in equation (11)

for handling RR data.

For two conditions, the average absolute difference between the true and estimated person para-

meters was computed given true response data and RR data. For 1,000 persons and 20 items, this

difference equaled .381 given true response data and .385 given RR data. For 500 persons and 10

items, the difference equaled .421 given true response data and .428 given RR data. It was con-

cluded that the estimated person parameters were in both cases comparably close to the true values.

Testing for Differences Between Groups

The normal population distribution of the attitude parameter can be extended to account for

a grouping structure. Let the grouping structure be represented by indicator variables that take on

the values 1, −1, or 0, and let these indicator variables be stored in a design matrix x. It follows

that the population distribution of the attitude parameters is normally distributed with variance s2

and mean xλ, where λ represents the factor effects in this Bayesian ANOVA study. This model is

related to the mixture IRT model that accommodates latent group membership into an IRT model

(e.g., see Rost, 1990, 1991) and can be used to investigate individual differences given item

response data. Note that in this case the clustering of individuals is known. Furthermore, the atti-

tude estimates corresponding to the randomized IRT model with covariate information are

expected to have smaller variances than those corresponding to a randomized IRT model without

covariate information.

Step 3. The steps of the MCMC algorithm for sampling the model parameters can be extended

with draws from the full conditional posterior distributions of parameters s2 and λ. That is, draws

can be obtained from the following distributions:

1. p(λjθ,s2),

2. p(s2jθ, λ).

The conditional posterior distributions of Step 3 can be found in, for example, Gelman, Carlin,

Stern, and Rubin (1995, chap. 8). In this approach, the conditional posterior distribution of y
changes slightly because the extended population distribution of y should be taken into account in

deriving the full conditional posterior distribution (e.g., see J.-P. Fox & Glas, 2001).

Attention is focused on a point null hypothesis of the form λ=λ0 and an alternative hypothesis

λ 6¼ λ0. A Bayesian test of significance is performed on this null hypothesis at a level of signifi-

cance of a. This is done by constructing a confidence interval from the posterior distribution and

rejecting the null hypothesis if and only if λ0 is outside this interval. Note that the null hypothesis

λ0 = 0 is of particular interest because this indicates whether the mean attitudes toward cheating

are the same for all groups. A Bayesian p value can be defined as 1 minus the content of the confi-

dence interval that just covers λ0, which equals

P p λjyð Þ≤ p λ0jyð Þjy½ �: ð12Þ
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The null hypothesis is rejected when the Bayesian p value is less than or equal to a significance

level a. For the linear model, Box and Tiao (1973, chap. 2) have shown that equation (12) is equal

to the quantity

P Fk,n ≤ λ0 � λð Þtxtx λ0 � λð Þ
ks2

����y
� 	

, ð13Þ

where Fk;n is an F variable with k (and rank of x), n=N � k, and s2 is the observed sampling vari-

ance. The computation of the Bayesian p value in equation (13) can be done by computing this

probability in each iteration of the MCMC algorithm given the sampled values of the parameters

after the burn-in period. Eventually, the average of all computed values is considered to be an esti-

mate of the Bayesian p value. This means that Bayesian ANOVA tests can be performed within

the estimation procedure, and it is not necessary to rely on parameter estimates. This strategy is

easily extended to multifactor studies. In the same way, let λs denote an s-dimensional subset of

the k-dimensional parameter λ with covariance matrix xs. Box and Tiao (1973, chap. 2) showed

that a comparable F test such as the one in equation (13) can be derived for an s-dimensional sub-

set of parameter λ.

At the item level, a comparable procedure can be applied to test whether the mean response

probabilities to an item are the same for all groups. Let a design matrix x contain indicator vari-

ables that represent a certain grouping structure. Let pijk denote the probability of a positive

response to item k of individual i in the jth level ( j= 1, . . . , J) of a factor. This can be easily gener-

alized to multiple factors. A probit link function was used to transform these probabilities to a new

dependent variable that has values on the real line (McCullagh & Nelder, 1989). It is assumed that

F�1 pijkð Þ∼N xη,t2
� �

, ð14Þ

where F�1 is the inverse cumulative normal distribution function and η represents the factor

effects in this Bayesian ANOVA study. The full conditional posterior distribution of parameter η

and t2 follow in the same way as in the Bayesian ANOVA study for θ.

Step 4. Draws can be obtained from

1. p(ηjπ, t2),

2. p(t2jπ, η).

Note that these additional draws can be made within the MCMC algorithm for estimating all other

model parameters. That is, this step is performed after Steps 1-3. Before performing Step 4, π is

computed given the sampled item parameter values. Interest is focused on the null hypothesis

η= 0. The inverted individual probabilities of a positive response corresponding to a specific item

can be used to test whether the group means of response probabilities corresponding to positive

responses are the same for all groups. Finally, a Bayesian p value can be defined in the same way

as the one in equation (13) and can be used to test the null hypothesis. This test statistic is com-

puted via the MCMC algorithm. Note that multifactor studies can be performed in the same way

by defining a design matrix and testing whether different subsets of η are equal to zero. This test

on proportions is known to be sensitive to the assumption of normality, and if π is small or large,

the population distribution of the transformed probabilities can be very skewed. In that case, it

takes a fair number of samples to achieve symmetry.

A nonparametric alternative to the parametric approach in equation (14) is the Kruskal-Wallis

test. This test uses only the ordering of the group means of response probabilities. In each iteration

of the MCMC algorithm, all N response probabilities are pooled, arranged in order of size, and
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ranked. Ties are assigned the same rank. After regrouping the response probabilities, the sum of

the ranks in each group is computed. Subsequently, the Kruskal-Wallis test is computed in each

MCMC iteration, and the mean value of all computed values is considered to be an estimate of the

test statistic. For reasonably large group sizes (five or more) the Kruskal-Wallis test statistic is

approximately chi-square distributed with J −1 degrees of freedom.

An Application Using Cheating Data

Participants and Sampling Method

The usefulness of a combined IRT model and RR data was illustrated in the context of student

cheating. Ample evidence that cheating occurs in college has been provided by research results

from the United States and the United Kingdom (e.g., see Anderman & Midgley, 2004; Cizek,

1999; Davis, Grover, Becker, & McGregor, 1992; Murdock, Miller, & Kohlhard, 2004; Newstead,

Franklyn-Stokes, & Armstead, 1996; Whitley, 1998). The present study focused on academic

cheating, knowing that most students are not eager to share information about their practices and

attitudes toward cheating. It is clear that self-report measures can be easily faked and that faking

may reduce the utility of these measures.

Data were available from 349 students from a university in the Netherlands. There were 229

male students and 120 female students from one of seven main disciplines at this university: com-

puter science (CS), educational science and technology (EST), philosophy of science, mechanical

engineering, public administration and technology, science and technology, and applied commu-

nication sciences. Within these seven disciplines, a stratified sample of students was drawn such

that different majors were represented proportional to their total number of students.

Procedure and Measure

The students received an e-mail in which they were asked to participate in the survey. The

forced alternative method was explained to increase the likelihood that students would (a) partici-

pate in the study and (b) answer the questions truthfully. A Web site was developed containing 36

statements concerning cheating on exams and assignments. Students were asked whether they

agreed or disagreed with the statement. When a student visited the Web site, an on-Web dice

server rolled two dice before a question could be answered. The student answered ‘‘yes’’ when the

sum of the outcomes equaled 2, 3, or 4; answered ‘‘no’’ when the sum equaled 11 or 12; or

answered the sensitive question truthfully. In reality, a forced response was automatically given

because it is known that some respondents find it difficult to lie (e.g., J. A. Fox & Tracy, 1986).

The forced response technique was implemented with p1 = 3=4 and p2 = 2=3.

There were 36 items administered concerning types of cheating. Types of cheating or academic

dishonesty were measured by different items to capture the whole range of cheating. The list of 36

items contained many items from the list used by Newstead et al. (1996). IRT fit analyses showed

that the 36 types-of-cheating items constituted a fairly unidimensional scale (for the content of these

items, see Table 2). Detailed information about the fit analyses can be obtained from the authors.

In the cheating literature, several variables such as personal attributes, background characteris-

tics, or situational factors have been shown to be related to cheating behavior. For example, earlier

cheating research focused on estimating population proportions of cheating across locations (small/

large university), school types (private/public), or individual differences (male/female; e.g., see

Davis et al., 1992). In the present study, background information was collected with respect to age,

gender, year of major, number of hours per week spent on the major (less than 10 hours, 10-20 hours,
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20-30 hours, 30-40 hours, or more than 40 hours), place of living (on campus, in the city, or with par-

ents), and lifestyle (active or passive). Respondents were guaranteed confidentiality, and the ques-

tionnaires were filled in anonymously.

Results

Analysis of differences in attitudes. The individual attitudes toward cheating, denoted by y,

were estimated using the RRs to the 36 items. The estimated attitude scale was normed so that the

overall mean was 0 and the variance was 1. For each test item, a and b were estimated. The esti-

mated as were about 1. This indicated that the item parameters were reasonably related to the

latent variable and that the items had almost equal weights in estimating the attitudes. Other item

properties are discussed below.

The model was extended with a Bayesian ANOVA component to identify correlates of cheat-

ing. In this study, three demographic characteristics (gender, year of major, and living arrange-

ments), one academic behavior (time spent studying), and one extracurricular activity (fraternity/

sorority membership) were considered as student characteristics that were likely to influence

cheating behavior. Table 1 gives the group means for each factor. Conducting a multifactor Bayes-

ian ANOVA was not possible because the data set was too small to investigate simultaneously all

main effects and (higher level) interactions. Note that the Bayesian ANOVA model also required

constancy of the error variance in each group.

In the proposed parametric Bayesian ANOVA approach, several assumptions were made. It

was assumed that attitudes and the transformed response probabilities were independently drawn

from normally distributed populations, the populations had the same variance, and the means were

linear combinations of factor effects. In this real data example, violations of these assumptions

were investigated. Within the Bayesian framework, a residual analysis was performed to investi-

gate nonconstancy of the error variance, nonindependence of the error terms, outliers, and non-

normality of the error terms. Gelman et al. (1995, chap. 8) contains an overview of ways to do

diagnostic checks for the linear regression model. Both linear models were investigated that were

parts of the entire model: (a) the linear model presented as a normal population distribution for the

attitudes with variance s2 and mean xλ and (b) the linear model in equation (14). No serious

departures were found. Some posterior distributions of residuals showed slightly heavier tails than

a normal distribution. This was caused by a relatively large group of students with low response

probabilities of positive responses to certain items.

The estimated mean attitude for females was slightly above zero and for males was slightly

below zero. This means that the female students cheated slightly more than the male students.

However, a single-factor Bayesian ANOVA suggested that the effect of gender was not signifi-

cant, P(F(1, 342) ≥ 5.93)= :015. Cheating was uncorrelated with year in college, P(F(5, 342) ≥
2:52)= :030; however, freshmen cheated less than others. Interpretation of the relationship

between cheating and year of major was difficult because many characteristics (such as motiva-

tion, age, and experience) change as students progress through the grade levels. For example,

cheating is known to be negatively correlated with age. Finally, attitudes toward cheating differed

significantly across majors, P(F(6, 341) ≥ 8.01)< :001. The largest difference was found

between CS and EST students, with EST students more inclined to cheat than CS students.

Analysis at the item level. Besides obtaining information at the group level, IRT modeling pro-

vides information at the item level. Table 2 gives the true percentages of positive answers using

the item response function (IRF) approach for the 36 items that constitute the attitude scale. The

estimates of the true proportion of positive responses for items k= 1, . . . , K are given in Table 2
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(cf. columns 3 and 4). Table 2 shows that per item the mean probability of a positive response

under the normal ogive model was close to the maximum likelihood estimate of the true proportion

of positive responses via a standard binomial analysis of the RR data using equation (3). Note that

in equation (3) a maximum likelihood estimate was obtained for the true proportion of positive

responses to an item. On the other hand, the expected true proportion of positive responses equaled

the probability of a positive true response under a normal ogive model (e.g., see Baker, 1992,

p. 27; Glas, 1989). As a result, similar percentages were as expected in Table 2.

Note that this standard analysis does not allow an individual response model for a single observa-

tion. It cannot be used to make inferences concerning individual respondents or item characteristics.

The standard method can be used only for estimating the true proportion of positive responses in

Table 1

Group Mean Attitudes Toward Cheating

Characteristic Group n Mean Attitude

Demographic Gender

Male 229 −.072

Female 120 .137

Year of major

First 52 −.309

Second 73 .093

Third 66 .131

Fourth 61 .018

Fifth 45 .009

>Fifth 52 .025

Living arrangements

Campus 83 −.207

City 40 .059

Parents 226 .086

Academic behavior Time spent studying (in hours)

<10 49 .190

10-20 99 .112

20-30 117 .030

>30 84 −.201

Extracurricular activity Fraternity/sorority membership

Passive 246 −.046

Active 103 .110

Situational factor Major

CS 50 −.546

PAT 53 .232

ACS 53 .337

ST 46 .065

EST 66 .115

ME 49 .136

PS 32 .025

Note. CS = computer science; PAT = public administration and technology; ACS = applied

communication sciences; ST = science and technology; EST = educational science and technology;

ME = mechanical engineering; PS = philosophy of science.
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the population. The strength of extending the RR method with an IRT model is the additional

information that can be obtained at the individual and item levels.

To illustrate the advantages of the IRT approach, Figure 1 presents the IRFs of 6 items that mea-

sured different ways of cheating. These IRFs revealed that the items had different threshold values.

The IRFs of Item 10 (‘‘use of crib notes’’) and Item 31 (‘‘lying to postpone a deadline’’) had the lowest

thresholds and thus represented the most popular ways of cheating from the 6 selected items (they

were also the most popular methods of all 36 items). In contrast, the IRFs of Item 2 (‘‘using signals’’)

and Item 7 (‘‘obtaining information outside the classroom’’) had higher thresholds and were thus less

popular. Note that here the term ‘‘popular’’ refers to a preference of those respondents who are likely

to cheat and does not refer to a general preference of the population of respondents.

Most interesting, however, is that the IRFs (Figure 1) supported the conclusion that using sig-

nals was a popular method for students with high cheating attitudes (i.e., high y values). These

conclusions cannot be drawn from a traditional RR data analysis. In fact, based on a traditional

analysis, one would conclude that the use of signals is not a popular method. In contrast, the IRT

analysis showed that students who use signals may be frequent cheaters. Figure 2 displays the

group mean probabilities of positive responses to Items 10, 12, 31, and 34 categorized by gender

and major. Items 2 and 7 were dropped because all corresponding group mean probabilities were

almost zero. The probability of positive response differences per group was investigated. On the

basis of visual inspection, gender differences can be neglected for these four items, a conclusion

also supported by the Bayesian ANOVA that found the group means did not differ significantly

using the parametric and nonparametric approaches.

Figure 1

Item Characteristic Functions for Ways of Cheating
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Item  2: Using signals
Item  7: Obtaining information outside the classroom
Item 10: Using a crib note
Item 12: Looking at others’ work
Item 31: Lying to postpone a deadline
Item 34: Submitting others’ work as your own

Item 10
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Discussion

A new method was proposed that combined the RR model with an IRT model. As a result, informa-

tion was obtained at the individual level given randomized item responses. In general, the probability

of a positive response, regarding the sensitive question, was modeled by an IRT model. In this way,

Figure 2

Group Mean Probabilities of Positive Responses to Items 10, 12, 31, and 34
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Note. CS= computer science; EST= educational science and technology; PS= philosophy of science; ME=mechanical engi-

neering; PAT= public administration and technology; ST= science and technology; ACS= applied communication sciences.
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individual attitudes could be estimated given randomized item responses. That is, attitudes of indivi-

duals toward a sensitive topic were estimated while maintaining privacy regarding their individual

answers. The incorporation of an IRT model also enabled the possibility for other statistical analyses

such as Bayesian ANOVA. The Bayesian ANOVA was integrated within the IRT model for analyzing

RR data. Thus, mean group attitude differences of respondents across groups could be tested.

In the forced RR sampling design, it is possible to estimate the model parameters in a frequentist

framework via a marginal maximum likelihood method. Some effort has to be made to take

account of other RR sampling designs. More research needs to be done to explore maximum likeli-

hood methods that are able to estimate simultaneously all model parameters including the exten-

sions to model group differences in attitudes and response probabilities. One option to be explored

is the generalized nonlinear mixed model approach described in De Boeck and Wilson (2004). It

should be noted that a maximum likelihood estimation method relies on asymptotic results that

might be unrealistic and that are typically not satisfied when the number of individuals is rather

low. Rupp, Dey, and Zumbo (2004) concluded that Bayesian IRT estimates are generally closer to

the true values and less variable than maximum likelihood estimates when the number of items

and/or persons is low. Other advantages of Bayesian parameter estimation are that (a) it handles

perfect and imperfect scores, (b) it allows a judgment of possible parameter values, and (c) it easily

handles restricted parameter values that are typical for IRT models. The proposed MCMC estima-

tion procedure is very flexible and can be easily adjusted to handle different RR sampling designs,

more levels of random effects (i.e., not limited to two-level data), and crossed random effects,

among others. The MCMC software is available via the first author’s Web site (http://users.edte

.utwente.nl/fox) and contains a set of functions that can be used within R.

This new method was applied to collect and analyze data that shed some light on cheating

behavior in college. Direct questioning (the confidential questionnaire) may lead to biased results

because students are asked to be honest about their own dishonesty. The RR technique was used to

obtain more reliable answers on sensitive questions in combination with an IRT model to obtain

information at the individual level.

Another important contribution of the combined model was the analyses at the individual and

item levels. Using IRT, the threshold values were determined for 36 items that measured ways of

cheating. Popular methods were the use of cribs and copying work from others. Depicting IRFs

showed that items with high threshold values were endorsed only by students who cheat often.

Only 25% of all students, but 72% of the male and 49% of the female students belonging to the

group with high attitude values, admitted cheating. Academic dishonesty thus seems to be quite

a common practice for a selected group of students. Students who are part of this group need more

attention to influence the academic integrity of the academic environment.
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